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Introduction: 

Species distribution models are one of the most common models used in biodiversity and ecological 

research. Consequently, there are an overwhelming number of pre-reviewed papers describing how 

models should be evaluated and best practices are changing rapidly. This makes it hard for non-

specialists to know where to begin. 

The goal here is to provide a short summary of key steps to take to evaluate a species distribution model 

that is built using a generalized linear or additive model (GLM or GAM) using presence-absence data. 

The assumption is that you have already completed some model selection process, confirmed that 

independent variables are not highly correlated, and now are trying to evaluation the result—although 

you may need to return to model selection if the model evaluation demonstrates that the model is poor. 

Readers interested in the details can find them in the cited papers and many others. 

Basics: 

When an SDM is being used for interpolation or hypothesis generation, basic evaluation techniques are 

sufficient. The goal of these techniques is to confirm that model assumptions are met and that the final 

coefficients are predicting important effects consistent with our understand of the species natural 

history.  

First, the model assumptions for GLMs and GAMs are well-documented and can be largely assessed by 

examining the residuals of the model. For example, do the residuals correlate with any explanatory 

variables included in the model? Are there trends in the model residuals relative to the fitted values? 

Are there spatial or temporal trends in the residuals? Residual plots, spatial variograms, and comparing 

models fit with different link functions (e.g., logit versus complementary log-log) should all be checked. 

Second, the model coefficients should be examined to judge their biological relevance. This means that 

there are no coefficients of trivial magnitude (i.e., uninformative parameters; try plotting the model 

across the range in each independent variable) and that all the coefficients make biological sense. 

Ideally, all the coefficients should describe mechanistic relationships that are either documented or 

suspected but using some variables that contain indirect information (e.g., elevation as a surrogate for 

habitat or climate) may be ok if projection and prediction are not important.  

Third, some model fit statistics should be used to evaluate the results. These are ones that you likely 

already applied during model selection, such as root mean squared error, log-likelihood, and relevant 

versions of R2. Cut-off values for a ‘good enough’ model are subjective, so clear reporting and model 

comparisons are the best approach. 

Finally, some form of cross-validation, where subsets of the data are withheld when fitting the model 

and then the model is used to predict those data, is standard in species distribution modelling. This 

cross-validation is often interpreted using statistics derived from the confusion matrix, such as true skill 

statistic, Kappa, etc. The area under the receiver operating characteristic curve (AUC), or a recently 

proposed variant called uniform AUC, is a controversial but very common metric to validate SDMs. 



Advanced: 

More rigorous evaluation techniques are necessary when an SDM is being used to predict outside the 

range of the data, such as in the case of an invasive species, range expansion, or into the future (i.e., 

projection). Two additional strategies can help confirm the reliability of an SDM model but go beyond 

the basics often used in published SDMs: validation using spatially and temporally independent data sets 

and comparison of coefficient values or effect sizes across model versions.  

First, the ‘gold standard’ (sensu Araújo et al. 2019) for evaluating SDMs is to compare their predictions 

with independent data. Ideally, this would be data collected using different methods and different 

personnel. However, second best is to test the model performance on spatially or temporally biased 

subsets of the data to evaluate out-of-sample prediction. For example, companion studies recording 

species presence in separate protected areas could test model predictions from one area in the other or 

a model fit with data from one year can be used to test data collected in the next. Models tend to 

preform worse in these tests than they do when a random set of testing data is excluded because 

training and testing data are not necessarily comparable. However, a model that tests well out of 

sample is more valuable because it is more likely to capture true mechanisms.  

A second technique is to compare coefficient values or effect sizes in multiple model versions. The 

simplest version of this is to run GLMs and GAMs with all possible coefficients and look for ones whose 

coefficient value remains consistent across model versions. This technique reduces the chances that 

non-mechanistic variables will be included in the model, but also increases the chance that mechanistic 

variables will be excluded because they correlate with other variables that are unrelated to a species 

distribution. Regardless, projecting species distribution with fewer mechanisms and higher uncertainty is 

arguably preferable to inaccurate projections with artificially high confidence intervals. The most 

comprehensive version of this technique would be to develop multiple models using different statistical 

approaches and compare the effect sizes of different variables. The output of this analysis could be 

ensemble modelling or model averaging or a qualitative discussion about which effects were consistent 

across model versions. 
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